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Abstract—Designers of switching filter circuits are often interested in steady-state distortion due to both static effects, such as nonlinearities in the capacitors, and dynamic effects, such as the charge injection during MOS transistor switching or slow operational-amplifier settling. Steady-state distortion can be computed using the circuit simulation program SPICE, but this approach is computationally very expensive. Specialized programs for switched-capacitor filters can be used to rapidly compute steady-state distortion, but do not consider dynamic effects. In this paper we present a new mixed frequency–time approach for computing both forms of steady-state distortion. The method is computationally efficient and includes both static and dynamic distortion sources. The method has been implemented in a C program, Nitsui, and results from several examples are presented.

I. INTRODUCTION

In general, analog circuit designers rely heavily on circuit simulation programs like SPICE [1] or ASTAP [2] to insure the correctness and the performance of their designs. These programs simulate a circuit by first constructing a system of differential equations that describes the circuit and then solving the system numerically with a time discretization method such as backward-Euler. When applied to simulating switching filter circuits, such as the switched-capacitor filters used in integrated circuits or the switching converters used in high-power applications, the classical circuit simulation algorithms become extraordinarily computationally expensive. This is because the period of the clock is usually orders of magnitude smaller than the time interval of interest to a designer. The nature of the calculations used in a circuit simulator implies that an accurate solution must be computed for every cycle of the clock in the interval of interest, and this can involve thousands of cycles.

The most common approach to reducing the computational burden of switching filter simulation is to first break the circuit up into functional blocks such as operational amplifiers and switches. Each functional block is simulated, using a traditional circuit simulator, for some short period. The simulations of the functional blocks are used to construct extremely simple macromodels, which replace the functional blocks in the circuit. The result is a much simplified circuit that can be simulated easily. This simplified circuit is then simulated for the thousands of clock cycles necessary to construct a solution meaningful enough to verify the design.

In programs specifically for switched-capacitor filters, like Diana [3] and Switcap [4], the simulation efficiency is enormously increased by the use of the “slow-clock” approximation. After each clock transition, every node in the circuit is assumed to reach its equilibrium point before another transition occurs. This assumption, along with the use of algebraic macromodels, allows the filter to be treated as a discrete-time system with one time point per clock transition. A set of difference equations is then used to describe the filter.

Specialized simulation programs are extremely efficient for determining frequency- and time-domain response of switching filters, but macromodels in general, as well as the “slow clock” approximation, tend to ignore second-order effects that can change distortion characteristics. In particular, as switching filters are being pushed to operate at ever higher frequencies, the assumption that signals reach equilibrium between clock transitions is often violated. Also, since signals between clock transitions are not computed, it is possible to miss events that occur in these intervals that might interfere with proper operation and contribute to distortion (e.g., clock feedthrough spikes causing an operational amplifier to saturate). Lastly, it is not possible to capture the effects of dynamic distortion processes, such as the important effect of the channel
conductance on charge redistribution when a transistor switch turns off.

In this paper we present another approach to the simulation of switching filter circuits that is efficient for calculating steady-state distortion, but does not depend on macromodels or the slow clock approximation. The method exploits the property of switching filter circuits that node voltage waveforms over a given high-frequency clock cycle are similar, but not exact duplicates, of the node voltages waveforms in preceding or following cycles. This suggests that it is possible to construct a solution accurate over many high-frequency clock cycles by calculating the solution accurately for a few selected cycles.

In the next section we begin by describing our assumptions about switching filter circuits and presenting the mixed frequency–time method. In Section III, we discuss some of the computations involved in the method. In Section IV we briefly describe our program, Nitswit, and present comparison and application results. Finally, in Section V, we present our conclusions.

II. THE MIXED FREQUENCY–TIME METHOD

Very little can be assumed about the behavior of the node voltage waveforms in a switching filter circuit over a given clock cycle, because the circuits involved are very nonlinear and are usually switching rapidly. However, the node voltage waveforms over a whole clock cycle usually vary slowly from one cycle to the next, as controlled by the input signal. This implies that if the input is periodic, and the switching filter circuit is in steady state, then the sequence formed by sampling the node voltages at the beginning of each clock cycle is periodic (Fig. 1). We derive our method by assuming this to be true, and further assuming that the periodic function that describes the sequence of initial points in each clock cycle can be accurately represented as a truncated Fourier series using a few terms.

If the sequence of initial points of each clock cycle can be described by a Fourier series with J terms, then once J initial points are known, all the initial points are known. This implies that given our Fourier assumption, to compute the steady-state behavior of a switching filter circuit we need only find the initial points of J clock cycles (a similar idea in a different context was presented in [5]).

In the next two subsections we describe two relations that can be exploited to construct a nonlinear algebraic system of J equations in J initial points (solving this system is discussed in Section III). The first relation, described in Section II-A, is derived from the Fourier series assumption, and is a linear relationship between the initial points of an evenly distributed set of J cycles and the initial points of the corresponding J cycles that immediately follow (Fig. 2). The second relation is derived from solving the differential equation system that describes the analog circuit, for the time interval of one clock cycle, J times, each time using one of the distributed set of J initial points as an initial condition. This results is another set of values for the initial points of the following J cycles. Insisting that this set match the set resulting from the Fourier relation yields a nonlinear algebraic system in J unknowns, which can be solved for the J initial points, and this is described in Section II-B.

A. The Delay Operator

Consider the sequence of initial points of each clock cycle at some circuit node n, and denote the sequence by \( v_n(\tau_1), v_n(\tau_2), \ldots, v_n(\tau_S) \) where S is the number of clock cycles in an input period (Fig. 1). If it is assumed that this sequence can be accurately approximated by a truncated Fourier series, then

\[
v_n(\tau_j) = V_0 + \sum_{k=1}^{K} \left( V_k^C \cos k\omega\tau_j + V_k^S \sin k\omega\tau_j \right)
\]

where \( \omega \) is the fundamental frequency of the input signal, \( K \) is the number of harmonics, and \( J = 2K + 1 \) is the number of unknown coefficients. Given (1), there is a linear relation between any collection of J initial points and any other collection of J initial points. However, as mentioned above, we are most interested in the linear operator that maps a collection \( v_n(\tau_{\eta_1}), \ldots, v_n(\tau_{\eta_S}) \) into \( v_n(\tau_{\eta_1} + T), \ldots, v_n(\tau_{\eta_S} + T) \) where T is the clock period and \( \{ \eta_1, \ldots, \eta_S \} \) is a subset of \( \{ 1, \ldots, S \} \) (Fig. 2). This linear operator will be referred to as the delay matrix.

Deriving the delay matrix is a two-stage process. First, the J points \( v(\tau_{\eta_1}), \ldots, v(\tau_{\eta_S}) \) are used to calculate the Fourier coefficients. Then the Fourier series (using these coefficients) is evaluated at the J times, \( \tau_{\eta_1} + T, \ldots, \tau_{\eta_S} + T \). The Fourier coefficients are then eliminated to yield the desired direct relation. To compute the Fourier coefficients, write (1) as a system of J linear equations in J unknowns [6]:

\[
\begin{bmatrix}
V_0 \\
V_1^C \\
V_1^S \\
V_2^C \\
V_2^S \\
\vdots \\
V_K^C \\
V_K^S
\end{bmatrix}
= \begin{bmatrix}
v_n(\tau_{\eta_1}) \\
v_n(\tau_{\eta_2}) \\
v_n(\tau_{\eta_3}) \\
\vdots \\
v_n(\tau_{\eta_S})
\end{bmatrix}
\]

where \( \Gamma^{-1} \in \mathbb{R}^{J \times J} \) is given by

\[
\begin{bmatrix}
1 & \cos \omega\tau_{\eta_1} & \sin \omega\tau_{\eta_1} & \cdots & \cos K\omega\tau_{\eta_1} & \sin K\omega\tau_{\eta_1} \\
1 & \cos \omega\tau_{\eta_2} & \sin \omega\tau_{\eta_2} & \cdots & \cos K\omega\tau_{\eta_2} & \sin K\omega\tau_{\eta_2} \\
1 & \cos \omega\tau_{\eta_3} & \sin \omega\tau_{\eta_3} & \cdots & \cos K\omega\tau_{\eta_3} & \sin K\omega\tau_{\eta_3} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
1 & \cos \omega\tau_{\eta_S} & \sin \omega\tau_{\eta_S} & \cdots & \cos K\omega\tau_{\eta_S} & \sin K\omega\tau_{\eta_S}
\end{bmatrix}
\]
Fig. 1. Response of a switching filter circuit to a periodic function, with the initial point of each cycle denoted.

Fig. 2. Discrete waveform that is constructed by sampling the response of a circuit at the initial point of each clock cycle. Also shown are the J cycles that calculated in detail.
The matrix $\Gamma^{-1}$ maps the Fourier coefficients to a sequence and is referred to as the inverse discrete Fourier transform. If the times $\tau_{n_1}, \cdots, \tau_{n_J}$ are reasonably evenly distributed over one period of the input signal, then $\Gamma^{-1}$ is invertible (for example, see [5]). Its inverse, the forward discrete Fourier transform, is denoted by $\Gamma$. We can also write

$$
\Gamma^{-1}(T) = \begin{bmatrix}
v_{n}(\tau_{n_1} + T) \\
v_{n}(\tau_{n_2} + T) \\
\vdots \\
v_{n}(\tau_{n_J} + T)
\end{bmatrix}
$$

where $\Gamma^{-1}(T) \in \mathbb{R}^{J \times J}$ is given by

$$
\begin{bmatrix}
1 & \cos \omega(\tau_{n_1} + T) & \sin \omega(\tau_{n_1} + T) & \cdots & \sin K\omega(\tau_{n_1} + T) \\
1 & \cos \omega(\tau_{n_2} + T) & \sin \omega(\tau_{n_2} + T) & \cdots & \sin K\omega(\tau_{n_2} + T) \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \cos \omega(\tau_{n_J} + T) & \sin \omega(\tau_{n_J} + T) & \cdots & \sin K\omega(\tau_{n_J} + T)
\end{bmatrix}
$$

Given a sequence, a delayed version is computed by applying $\Gamma$ to the sequence to compute the Fourier coefficients, and then multiplying the vector of coefficients by $\Gamma^{-1}(T)$:

$$
\begin{bmatrix}
v_{n}(\tau_{n_1} + T) \\
v_{n}(\tau_{n_2} + T) \\
\vdots \\
v_{n}(\tau_{n_J} + T)
\end{bmatrix} = \Gamma^{-1}(T) \begin{bmatrix}
v_{n}(\tau_{n_1}) \\
v_{n}(\tau_{n_2}) \\
\vdots \\
v_{n}(\tau_{n_J})
\end{bmatrix}
$$

Thus, the delay matrix $\mathcal{D}(T) \in \mathbb{R}^{J \times J}$ is defined as

$$
\mathcal{D}(T) = \Gamma^{-1}(T) \Gamma.
$$

As the delay matrix is a function only of $\omega$, $K$, $\{\tau_{n_1}, \cdots, \tau_{n_J}\}$, and $T$, it can be computed once and used for every node.

**B. The Differential Equation Relation**

We assumed that any switching filter circuit to be simulated can be described by a system of differential equations of the form

$$
\frac{d}{dt} q(v(t), u(t)) + i(v(t), u(t)) = 0
$$

where $v(t) \in \mathbb{R}^N$ is the vector of node voltages, $u(t) \in \mathbb{R}^M$ is the vector of input sources, $q(v(t), u(t)) \in \mathbb{R}^N$ is the vector of sums of charges at each node, and $i(v(t), u(t)) \in \mathbb{R}^N$ is the vector of sums of currents entering each node. If the node voltages are known at some time $t_0$, it is possible to solve (8) and compute the node voltages at some later time $t_i$. In general, one can write

$$
v(t_i) = \phi(v(t_0), t_0, t_i)
$$

where $\phi$ is referred to as the state transition function for the differential equation and can be expanded as

$$
\phi(v(t_0), t_0, t_i) = \begin{bmatrix}
\phi_1(v(t_0), t_0, t_i) \\
\phi_2(v(t_0), t_0, t_i) \\
\vdots \\
\phi_N(v(t_0), t_0, t_i)
\end{bmatrix}
$$

where $\phi_n: \mathbb{R}^{N \times 1 \times 1} \rightarrow \mathbb{R}$ for all nodes $n \in \{1, \cdots, N\}$.

Now reconsider the $J$ initial points at some circuit node $n$, $v_n(\tau_{n_1}), \cdots, v_n(\tau_{n_J})$ (Fig. 2). For each $j \in \{1, \cdots, J\}$ and each $n \in \{1, \cdots, N\}$ we can write

$$
v_n(\tau_{n_j} + T) = \phi_n(v(\tau_{n_j}), \tau_{n_j}, \tau_{n_j} + T)
$$

where $T$ is the clock period. Note that $v_n(\tau_{n_j} + T)$ is the initial point of the cycle immediately following the cycle beginning at $\tau_{n_j}$. Also, the node voltages at $\tau_{n_j}$ can be related to the node voltages at $\tau_{n_j} + T$ by the delay matrix $\mathcal{D}(T)$. That is,

$$
\begin{bmatrix}
v_n(\tau_{n_j}) \\
v_n(\tau_{n_j}) \\
\vdots \\
v_n(\tau_{n_j})
\end{bmatrix} = \begin{bmatrix}
v_n(\tau_{n_j} + T) \\
v_n(\tau_{n_j} + T) \\
\vdots \\
v_n(\tau_{n_j} + T)
\end{bmatrix}
$$

It is possible to use (11) to eliminate the $v_n(\tau_{n_j} + T)$ terms from (12), which yields

$$
\begin{bmatrix}
v_n(\tau_{n_j}) \\
v_n(\tau_{n_j}) \\
\vdots \\
v_n(\tau_{n_j})
\end{bmatrix} = \begin{bmatrix}
\phi_n(v(\tau_{n_j}), \tau_{n_j}, \tau_{n_j} + T) \\
\phi_n(v(\tau_{n_j}), \tau_{n_j}, \tau_{n_j} + T) \\
\vdots \\
\phi_n(v(\tau_{n_j}), \tau_{n_j}, \tau_{n_j} + T)
\end{bmatrix}
$$

for each $n \in \{1, \cdots, N\}$. The collection of equations given in (13) is a system of $NJ$ equations in $NJ$ unknowns, in which the unknowns are the $N$ vectors of node voltages at the beginnings of $J$
cycles. Note that since this system of equations was constructed assuming the truncated Fourier series in (1) was exact, the computed initial points will only approximate the exact steady-state solution. Finally, note also that once the \( J \) initial points are computed, the Fourier coefficients in (1) can be found easily by multiplication by \( \Gamma \), and therefore distortion harmonics are directly available.

### C. A Simple Example

As a simple example of the mixed frequency–time algorithm, consider the simple switched-capacitor RC one-pole filter shown in Fig. 3. It is easy to show that

\[
\phi_i(v(\tau_i), \tau_i, \tau_i + T) = \frac{C_1 v_{in}(\tau_i) + C_2 v(\tau_i)}{C_1 + C_2}.
\]  

Since the circuit is linear, it is only necessary to consider dc and the fundamental in the solution, and so only three samples are needed. Assume the fundamental is 1 Hz and the clock is 6 Hz, and choose the samples to be taken at \( \tau = \{0, \frac{T}{3}, \frac{2T}{3} \} \). Then

\[
\Gamma^{-1} = \begin{bmatrix}
1 & \cos 0 & \sin 0 \\
1 & \cos \frac{2\pi}{3} & \sin \frac{2\pi}{3} \\
1 & \cos \frac{\pi}{3} & \sin \frac{\pi}{3}
\end{bmatrix}
\]  

(15)

\[
\Gamma^{-1}(T) = \begin{bmatrix}
1 & \cos \frac{T}{3} & \sin \frac{T}{3} \\
1 & \cos \pi & \sin \pi \\
1 & \cos \frac{2\pi}{3} & \sin \frac{2\pi}{3}
\end{bmatrix}
\]  

(16)

and \( D(T) = \Gamma^{-1}(T) \Gamma \). Substituting into (13)

\[
D(T) = \begin{bmatrix}
v(\tau_0) \\
v(\tau_2) \\
v(\tau_4)
\end{bmatrix}
\]  

\[
= \frac{1}{C_1 + C_2} \begin{bmatrix}
C_1 v_{in}(\tau_0) + C_2 v(\tau_0) \\
C_1 v_{in}(\tau_2) + C_2 v(\tau_2) \\
C_1 v_{in}(\tau_4) + C_2 v(\tau_4)
\end{bmatrix}.
\]  

(17)

By giving values for \( C_1, C_2, \) and \( v_{in}(\tau) \) for \( s = 0, 2, 4 \), this linear equation is easily solved for \( v(\tau) \).

### III. Solution by Newton–Raphson

The collection of equations given in (13) can be reorganized into a system of \( NJ \) equations in \( NJ \) unknowns as

\[
\begin{bmatrix}
v_1(\tau_0) \\
v_N(\tau_0) \\
v_1(\tau_2) \\
v_N(\tau_2) \\
v_1(\tau_4) \\
v_N(\tau_4)
\end{bmatrix} = \mathcal{D}(T) \begin{bmatrix}
\phi_1(v(\tau_0), \tau_0, \tau_0 + T) \\
\phi_N(v(\tau_0), \tau_0, \tau_0 + T) \\
\phi_1(v(\tau_2), \tau_2, \tau_2 + T) \\
\phi_N(v(\tau_2), \tau_2, \tau_2 + T) \\
\phi_1(v(\tau_4), \tau_4, \tau_4 + T) \\
\phi_N(v(\tau_4), \tau_4, \tau_4 + T)
\end{bmatrix}
\]  

and

\[
F = \begin{bmatrix}
v(\tau_0) \\
v(\tau_2) \\
v(\tau_4)
\end{bmatrix} = 0
\]  

(18)

where \( F : \mathbb{R}^{NJ} \rightarrow \mathbb{R}^{NJ} \), and \( \mathcal{D}_N \in \mathbb{R}^{NJ \times NJ} \) is given by

\[
\mathcal{D}(T) = \begin{bmatrix}
d_{11} I_N & \cdots & d_{1J} I_N \\
\vdots & \ddots & \vdots \\
d_{J1} I_N & \cdots & d_{JJ} I_N
\end{bmatrix}
\]  

(20)

where \( d_{ij} \in \mathbb{R} \) is the \( i \)th element of the delay matrix \( \mathcal{D}(T) \), and \( I_N \in \mathbb{R}^{N \times N} \) is the identity matrix.

Applying Newton’s method to (18) leads to the iteration equation

\[
J_F \begin{bmatrix}
u^{(l)}(\tau_0) \\
u^{(l)}(\tau_2) \\
u^{(l)}(\tau_4)
\end{bmatrix} = \begin{bmatrix}
u^{(l+1)}(\tau_0) - \nu^{(l)}(\tau_0) \\
u^{(l+1)}(\tau_2) - \nu^{(l)}(\tau_2) \\
u^{(l+1)}(\tau_4) - \nu^{(l)}(\tau_4)
\end{bmatrix} = -F
\]  

(21)

where \( l \) is the iteration number and \( J_F \in \mathbb{R}^{NJ \times NJ} \) is the Frechet derivative of \( F \) given by

\[
\mathcal{D}_N(T) = \text{diag} \left[ \frac{\partial \Phi(v(\tau_0), \tau_0, \tau_0 + T)}{\partial v(\tau_0)}, \ldots, \frac{\partial \Phi(v(\tau_N), \tau_N, \tau_N + T)}{\partial v(\tau_N)} \right].
\]  

(22)

There are two important pieces to the computation of one Newton iteration: factoring the matrix \( J_F \), which is sparse, and evaluating \( J_F \) and \( F \), which involves computing the state transition function \( \phi(v(\tau), \tau, \tau + T) \) and
its derivative for each \( j \in \{1, \cdots, J\} \). The state transition functions can be evaluated by numerically integrating (8) over the \( J \) periods. The derivatives of the state transition functions, referred to as the sensitivity matrices, can be computed with a small amount of additional work during the numerical integration [7].

To show how the computation of the state transition function and its derivative fit together, consider numerically integrating (8) with backward Euler, which we chose for simplicity and because it appears to be one of the best formulas for switching filter circuits. Given some initial time \( t_0 \) and some initial condition \( \phi(t_0) \), applying backward-Euler to (8) results in the following algebraic equation:

\[
\begin{align*}
    f(v(t_0 + h), v(t_0)) &= \frac{1}{h}(q(v(t_0 + h)) - q(v(t_0))) \\
    &+ i(v(t_0 + h)) = 0
\end{align*}
\]

where \( h \in \mathbb{R} \) is the time step. Note that we have dropped explicitly denoting the dependence of \( q \) and \( i \) on the input \( u \) for simplicity.

Equation (23) is usually solved with Newton–Raphson, for which the iteration equation is

\[
    J_f (v^{(l)}(t_0 + h))(v^{(l+1)}(t_0 + h) - v^{(l)}(t_0 + h)) = -f(v^{(l)}(t_0 + h), v^{(l)}(t_0))
\]

where \( l \) is the iteration index and \( J_f (v(t)) \in \mathbb{R}^{N \times N} \) is the Frechet derivative of the nonlinear equation in (23) and is given by

\[
    J_f (v(t)) = \frac{\partial f(v(t), v(t_0))}{\partial v(t)} = \frac{1}{h} \frac{\partial q(v(t))}{\partial v(t)} + \frac{\partial i(v(t))}{\partial v(t)}.
\]

Solving (23) yields an approximation to \( v(t_0 + h) = \phi(v(t_0), t_0, t_0 + h) \). Implicitly differentiating (23) for \( v(t_0 + h) \) with respect to \( v(t_0) \) yields

\[
    J_f (v(t_0 + h)) \frac{\partial v(t_0 + h)}{\partial v(t_0)} = \frac{1}{h} \frac{\partial q(v(t_0))}{\partial v(t_0)} \frac{\partial v(t_0)}{\partial v(t_0)},
\]

(26)

Note here that

\[
    \frac{\partial v(t_0)}{\partial v(t_0)} \in \mathbb{R}^{N \times N}
\]

is the identity matrix and in general

\[
    \frac{\partial v(t_0 + h)}{\partial v(t_0)} \in \mathbb{R}^{N \times N}
\]

is not the identity.

Given \( v(t_0) \), (23) can be repeatedly applied to find \( v(t_0 + T) = \phi(v(t_0), t_0, t_0 + T) \), and (26) can be repeatedly applied to find the sensitivity matrix \( \frac{\partial v(t_0 + T) / \partial v(t_0)}{\partial \phi(v(t_0), t_0, t_0 + T) / \partial v(t_0)} \).

Note that \( J_f \) is required in both (24) and (26), and thus the sensitivity matrix update can be made more efficient by factoring \( J_f \) once and using it for both computations. However, the sensitivity matrix is still expensive to compute, because it is an \( N \times N \) full matrix. We return to this point at the end of Section IV.

IV. IMPLEMENTATION IN Nitswit

Both the classical direct methods and the mixed frequency–time methods have been implemented in the simulation program Nitswit, which is written in the computer language “C.” Nitswit takes as input a file with a SPICE-like description of the circuit, that is, a list of elements (MOS transistors, resistors, capacitors, etc.) with their node connections, and a list of options to select among methods. If the mixed frequency–time method is used, a switching clock period and an input frequency, along with a number of harmonics, must be specified. The program produces output waveforms as in Fig. 1 for direct methods, and waveforms as in Fig. 2 and Fourier coefficients for the sampled waveforms with the mixed frequency–time algorithm.

The details of the steps used in Nitswit program are described above, and a summary of the steps is given in the following algorithm:

**Nitswit Algorithm for Steady State**

The superscript \( l \) is the iteration count and \( \epsilon \) is a small positive number.

\[
    l \leftarrow 0.
\]

Select \( J \) clock cycles.

Guess \( v^0(\tau_{\eta_1}), \cdots, v^0(\tau_{\eta_J}) \).

repeat

\[
    l \leftarrow l + 1.
\]

for each \( j \in \{1, \cdots, J\} \{
\]

Numerically integrate cycle \( j \) with the initial condition \( v^{l-1}(\tau_{\eta_j}) \) to compute \( v^{l-1}(\tau_{\eta_j} + T) \) and the sensitivity matrix.

\[
    \text{If } \max_{j \in \{1, \cdots, J\}} \|v^{l-1}(\tau_{\eta_j} + T) - D(T)v^{l-1}(\tau_{\eta_j})\| < \epsilon,
\]

leave.

Compute

\[
    v^l(\tau_{\eta_1}), \cdots, v^l(\tau_{\eta_J}) \text{ from } v^{l-1}(\tau_{\eta_1}), \cdots, v^{l-1}(\tau_{\eta_J}) \text{ as in (17)}.
\]

\} 

A. Application Examples

Nitswit is particularly efficient when simulating switched-capacitor filters. One reason is that switched-capacitor filter are usually followed by a sampler, and so only the initial point of each cycle is needed. Also, the circuits are generally designed to exhibit little distortion, so if driven by a sinusoid, only a few harmonics of the sequence of initial points are significant and only a few full clock cycles need to be computed. Finally, the state
transition function for a switched-capacitor filter over a clock cycle is nearly affine (linear plus a constant), and therefore the Newton method in (21) converges in just a few iterations.

To demonstrate the effectiveness and versatility of the algorithms used in Nitswit, we consider analyzing the distortion of an unusual switched-capacitor circuit. Fig. 4 shows a high-speed fully differential switched-capacitor sample-and-hold amplifier [8]. This circuit precedes an analog-to-digital converter and has all three characteristics mentioned above. To measure the distortion of this circuit a sine wave is applied to the input and a periodic clock is applied to the sample/hold input. The output signal is then sampled at the end of each hold interval and a Fourier series is constructed from the sampled signal. Sampling of the output at the end of the hold interval is appropriate and eliminates settling effects resulting from transitions of the sample/hold signal that are ignored by the analog-to-digital converter.

Fig. 5 shows the operational amplifier used in the sample and hold of Fig. 4. The combined circuit contains 65 nodes. The distortion of this circuit was measured with Nitswit versus the amplitude of the input signal (Fig. 6) and versus the sample/hold clock frequency (Fig. 7). Of particular interest to the designer is the distortion versus clock rate. This is a quantity that cannot be determined except with a circuit-level simulator such as Nitswit or by measuring the actual circuit.

The Fourier series (1) for the sampled signal was truncated after three harmonics. For the case where the input was a 2-V differential 500-kHz sine wave and the sample/hold clock rate was 10 MHz, this gave results that were identical to direct methods to within the truncation error of the integration method.

As another example of the capability of Nitswit, a single-pole switched-capacitor low-pass active filter with a clock of 500 kHz, a bandwidth of 30 kHz, and an input frequency of 20 kHz was simulated. Tables I and II show the distortion that results as a function of nonlinearities in the capacitor and the finite rise and fall time of the clock waveforms. To simulate the effect of nonlinear filter capacitance on distortion, the filter capacitors are assumed to be first order voltage-controlled nonlinear capacitors with capacitance $C = C_0(1 + aV_i)$. In Table I, the distortion, specifically the magnitude of the second and third harmonics, is given for several different values of $a$. The distortion for
Fig. 6. Distortion of the sample-and-hold amplifier as a function of input signal amplitude. The input signal frequency is 500 kHz and the sample/hold clock rate was 10 MHz.

Fig. 7. Distortion of the sample-and-hold amplifier as a function of sample/hold clock frequency. The amplitude of the input signal is 1.25-V differential and its frequency is 500 kHz.

**TABLE I**

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>Second Harmonic</th>
<th>Third Harmonic</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>0.00037</td>
<td>0.00010</td>
</tr>
<tr>
<td>0.01</td>
<td>0.0014</td>
<td>0.00007</td>
</tr>
<tr>
<td>0.1</td>
<td>0.0101</td>
<td>0.00024</td>
</tr>
</tbody>
</table>

**TABLE II**

<table>
<thead>
<tr>
<th>Raw/Fall Time</th>
<th>Second Harmonic</th>
<th>Third Harmonic</th>
</tr>
</thead>
<tbody>
<tr>
<td>1ns</td>
<td>0.000029</td>
<td>5.96e-7</td>
</tr>
<tr>
<td>10ns</td>
<td>0.00020</td>
<td>0.00037</td>
</tr>
</tbody>
</table>

the same low-pass filter circuit with linear filter capacitors is given as a function of the clock rise and fall time in Table II.

**B. Comparison to Direct Methods**

The program Nitwrit contains two algorithms capable of finding the steady-state response of a circuit. The first is simply a transient analysis that is continued until a steady state is achieved. The second, of course, is the mixed frequency–time algorithm. Coding both algorithms into the same simulator provides a fair evaluation of the mixed-frequency approach.

Fig. 8 shows the time required to compute the steady state of the sample and hold of Fig. 4 as a function of the input signal frequency for both direct methods and for the mixed frequency–time algorithm. The amplitude of the input signal is 1.25-V differential. The sample/hold clock is fixed at 5 MHz and three harmonics of the sampled signal are computed. This figure shows that the time required for the mixed frequency–time algorithm is roughly independent of the frequency of the input signal whereas the time required for direct methods is proportional to the ratio of the clock frequency to the input frequency.

Results for four circuits are given in Table III. The first, sclpf, is an RC one-pole SC filter. The second, scop, is a one-pole active CMOS low-pass filter. The circuit mixer is a double-balanced switching mixer with a 1.001-MHz RF input signal and a 1-MHz LO signal. This circuit shows that Nitwrit is not limited to switched-capacitor circuits. The last circuit, frog, is a five-pole Chebyshev active CMOS leapfrog filter with 0.1-dB ripple. This circuit is driven with a 1-MHz clock, has a 20-kHz bandwidth, and is being driven with a 1-kHz test signal to measure its distortion.

Examination of the results above indicates as much as an order of magnitude speed increase over traditional methods, but this is not as much as one would expect. One of the reasons is that these simulations were performed with a SPICE level 1 MOS model modified to conserve charge. This model was chosen simply because it was easy to implement. However, it is generally considered to be too inaccurate to be suitable for analog circuits. Since the
mixed frequency–time algorithm has extra overhead that tends to hide the time required for model evaluation, it is expected that the algorithm should do better with respect to direct methods when a more accurate (and therefore a more complicated) model is used. Also much of the CPU time for large circuits, such as frog, is spent calculating the dense sensitivity matrix and factoring the Jacobian in (22). It does turn out, however, that almost all the entries of the sensitivity matrix are near zero, and this suggests significant speed improvements can be achieved by ignoring those terms.

V. CONCLUSION

A new efficient mixed frequency–time approach to computing steady-state and intermodulation distortion of switching filters without resorting to macromodeling or the slow-clock approach has been presented. The method works by computing the solution to the differential equation system associated with a circuit for only \( J \) clock cycles, where \( J \) is the number of coefficients needed in the Fourier series to represent accurately the sequence of initial points in each clock cycle. Thus, this method is particularly efficient when the number of coefficients in the Fourier series is many fewer than the number of clock cycles in one input signal period.

Since our approach finds the steady-state solution directly and performs a circuit-level simulation, it is capable of accurately predicting distortion performance. This mixed frequency–time approach can also be used when the input consists of the sum of two periodic signals at unrelated frequencies. Thus, the intermodulation distortion can be directly computed, which is particularly useful for bandpass filters. Also, the fact that steady state is computed directly implies an additional advantage over transient methods when high-Q filters are simulated. One final point: the mixed frequency–time method can also be adapted to the macromodeling approach used in other switching filter simulators, accelerating those methods as well when the steady-state solution is desired.

Future work on this method will be to adapt it to other traditionally hard-to-simulate circuits like switching power supplies and phase-locked loops. Another important aspect of this algorithm is that, upon examination of (18), it is clear that the \( J \) integrations of the differential equation to compute the \( J \) \( \phi \)'s and their derivatives are independent. Therefore, the mixed frequency–time algorithm is extremely well suited to implementation on a parallel processor.
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