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Abstract — RF circuits exhibit several distinguishing ~A. Small Desired Signals
characteristics that make them difficult to simulate

using traditional SPICE transient analysis. The various

extensions to the harmonic balance and shooting
method simulation algorithms are able to exploit these
characteristics to provide rapid and accurate simula-

tion for these circuits.

Receivers must be very sensitive to detect small input sig-
nals. Typically, receivers are expected to operate with as
little as 1pV at the input. The sensitivity of a receiver is
limited by the noise generated in the input circuitry of the
receiver. Thus, noise is a big concern in receivers and the
ability to simulate noise is very important. As shown in
This paper is an overview of RF simulation beginning Figure 1, a typical superheterodyne receiver first filters
with the characteristics of RF circuits that distinguish  and then amplifies its input with a low noise amplifier or
them from traditional analog circuits. Harmonic bal- LNA. It then translates the signal to the intermediate fre-
ance and shooting methods are described along with quency or IF by mixing it with the first local oscillator or
several important extensions. The emphasis is on pre- LO. The noise performance of the front-end is determined
senting the algorithms at a conceptual level to provide by the LNA, the mixer, and the LO. While it is possible to
a basic understanding of the operation and capabilities use traditional 8ICE noise analysis to find the noise of the
of the algorithms. Finally, it is shown how these tech- LNA, it is useless on the mixer and the LO because the
niques are applied to make common RF measure- noise in these blocks is strongly influenced by the large
ments. LO signal.

I. INTRODUCTION

The increasing demand for low-cost mobile communica-
tion systems has greatly expanded the need for simulation
algorithms that are both efficient and accurate when
applied to RF communication circuits.
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This paper is an introduction to RF simulation methods sinot)
and how they are applied tp make commc_)n_RF measu_re-Fig. 1. A coherent superheterodyne receiver.
ments. It describes the unique characteristics of RF cii=
cuits, the methods developed to simulate these circuitdhe small input signal levels requires that receivers must
and the application of these methods. See [15] for a recebe capable of a tremendous amount of amplification.

survey of RF simulation methods. Often as much as 120 dB of gain is needed. With such high
gain, any coupling from the output back to the input can
Il. WIRELESS COMMUNICATION cause problems. One important reason why the superhet-

In wireless communication, signals are sent through thgrodyne receiver architecture is used is to spread that gain
ether between two transceivers, a transceiver being a cordver several frequencies to reduce the chance of coupling.
bination of a transmitter and a receiver. To avoid interferlt also results in the first LO being at a different frequency
ence, each pair of transceivers in a particular location afé@an the input, which prevents this large signal from con-
assigned a band of frequencies over which they Commun‘aminating the small input Signal. For various reasons, the
cate. The job of a transceiver is to translate the signals @rect conversion or homodyne architecture is a candidate
be communicated to and from the assigned band. The§ replace the superheterodyne architecture in some wire-
must pass the communications faithfully despite the shorfe€ss communication systems [1,24,25]. In this architecture
comings of the ether as a channel. In particular, signafe RF input signal is directly converted to baseband in

generally exhibit high attenuation and are subject to largéne step. Thus, most of the gain will be at baseband and
interfering signals. the LO will be at the same frequency as the input signal. In
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this case, the ability to verify design in the face of smalkhis combined with the high carrier frequency makes use
amounts of coupling is quite important and will requireof transient analysis impractical.
careful modeling of the significant stray signal paths, such
as coupling through the substrate, between package pins lll. CHARACTERISTICSOF RF QRCUITS
and bondwires, and through the supply lines. RF circuits have several unique characteristics that are bar-
riers to the application of traditional circuit simulation
techniques. Over the last decade, researchers have devel-
Receivers must be sensitive to small signals even in theped many special purpose algorithms that overcome
presence of large interfering signals. This situation arisethese barriers to provide practical simulation for RF cir-
when trying to receive a weak or distant transmitter with auits, often by exploiting the very characteristic that repre-
strong nearby transmitter broadcasting in an adjacerdgented the barrier to traditional methods.
channel. The interfering signal can be 60-70 dB larger
than the desired signal and can act to block its reception By. Narrowband Signals
overloading the input stages of the receiver or by increa®Rr circuits process narrowband signals in the form of
ing the amount of noise generated in the input stage. Botfodulated carriers. Modulated carriers are characterized
of these problems result if the input stage is driven into @s having a periodic high-frequency carrier signal and a
nonlinear region by the interferer. To avoid these probtow-frequency modulation signal that acts on either the
lems, the front-end of a receiver must be very linear. ThUSamp“tude, phase, or frequency of the carrier. For examp|e,
linearity is also a big concern in receivers. Receivers arg typical cellular telephone transmission has a 10-30 kHz
narrowband circuits and so the nonlinearity is quantifieq'nodu|ation bandwidth r|d|ng on a 1-2 GHz carrier. In gen-
by meaSUring the intermodulation distortion. This inVO'VeSeraL the modulation is arbitrary, though it is common to
driving the input with two sinusoids that are in band andJse simple periodic or quasiperiodic modulations con-
close to each other in frequency and then measuring thgrycted from a small number of sinusoids for test signals.
intermodulation products. This is generally an expensiverhe ratio between lowest frequency present in the modula-
simulation with ®ICE because many cycles must be com- . q Y Pre

. . tion and the frequency of the carrier is a measure of the
puted in order to have the frequency resolution necessapélative fre luti . ; .

quency resolution required of the simulation.

to see the distortion products. N

General purpose circuit simulators, such asc§ use
Distortion also plays an important role in the transmitterransient analysis to predict the nonlinear behavior of a cir-
where nonlinearity in the output stages can cause the banghit. Transient analysis is inefficient when it is necessary
width of the transmitted signal to spread out into adjaceni resolve low modulation frequencies in the presence of a
channels. This is referred to as spectral regrowth becausgigh carrier frequency because the hfggquency carrier
as shown in Figure 2, the bandwidth of the signal is limforces a small time step while a low-frequency modulation
forces a long simulation interval.

B. Large Interfering Signals

Serial t in(oat . . . -
ool LPFs sine) Passing a narrowband signal though a nonlinear circuit
S~ results in a broadband signal whose spectrum is relatively
| TR . . .
. T sparse, as shown in Figure 3. In general, this spectrum
n
o A

A d oy

3fe
Fig. 3. Spectrum of a narrowband signal centered at a carrier
ited before it reaches the transmitter's power amplifier or frequencyf; after passing though a nonlinear circuit.
PA, and distortion in the PA causes the bandwidth to

increase again. If it increases too much, the transmitter . . :
. . . : consists of clusters of frequencies near the harmonics of
will not meet its adjacent channel power requirement

(ACPR). When transmitting digitally modulated signals,?he carrier. These clusters take the form of a discrete set of

spectral regrowth is virtually impossible to predict with frequencies if the modulation is periodic or quasiperiodic,

SPICE. The transmission of at least 1000 digital Symbolsand a continuous distribution of frequencies otherwise.

must be simulated to get a representative spectrum, and

Fig. 2. A digital direct conversion transmitter.
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_RF simulators exploit thc_e “sparsg” nature of this spectrum V() = LPF{ m(t) cos(w,t) cos(w, ot)} (3)
in various ways and with varying degrees of success.

Steady-state methods are used when the spectrum is d&d
crete, and transient methods are used when the spectrum is Voui(t) = m(1) cos((wc—wLo)t) . (4)

continuous. _ _
This demonstrates that a linear periodically-varying trans-

B. Time-Varying Linear Nature of the RF Signal Path  fer function implements frequency translation.

Another important but less appreciated aspect of RF ci©ften we can assume that the information signal is small
cuits is that they are generally designed to be as linear &nough to allow the use of a linear approximation of the
possible from input to output to prevent distortion of thecircuit from its input to its output. Thus, a small-signal
modulationor information signal Some circuits, such as analysis can be performed, as long as it accounts for the
mixers, are designed to translate signals from one freperiodically varying nature of the signal path, which is
guency to another. To do so, they are driven by an additone by linearizing about the periodic operating point.
tional signal, the LO, a large periodic signal the frequency his is the idea behind the small-signal analyses of Section
of which equals the amount of frequency translationVI. Traditional simulators such as@®E provide several
desired. For best performance, mixers are designed tmall-signal analyses, such as the AC and noise analyses,
respond in a strongly nonlinear fashion to the LO. Thusthat are considered essential when analyzing amplifiers
mixers behave both near-linearly (to the input) andand filters. However, they start by linearizing a nonlinear
strongly nonlinearly (to the LO). time-invariant circuit about a constant operating point, and
Sincetiming or synchronizatiorsignals such as the LO or SO 9€nerate a linear time-invariant representation, which
cannot exhibit frequency translation. By linearizing a non-

the clock, are not part of the path of the information signal’ - - . . .
they may be considered to be part of the circuit rather thaw1ear circuit about a periodically varying operating point,

an input to the circuit as shown in Figure 4. we e>_<ter_1d §m_al|—si_gnal analysis to circuits that must have
a periodic timing signal present to operate properly, such
as mixers, switched filters, samplers, and oscillators (for
Input Output oscillators the timing signal is the desired output of the
oscillator, while the information signal is generally an
undesired signal, such as the noise). In doing so, a periodi-

T cally varying linear representation results, which does
LO exhibit frequency translation.
All of the traditional small-signal analyses can be
Input Output L . . : .
extended in this manner, enabling a wide variety of appli-
cations (some of which are described in [33]). In particu-
Tnn lar, a noise analysis that accounts for noise folding and
LO cyclostationary noise sources can be implemented [20,28],

_ _ _ which fills a critically important need for RF circuits.
Fig. 4. One can generally approximate a nonlinear \when applied to oscillators, it also accounts for phase
periodically-driven  circuit  (above) with a linear 5ise [3,4,10,11].
periodically-varying circuit (below). T

This simple change of perspective allows the mixer to bg' Linear Passive Components

treated as having a single input and a near-linear, thought the high frequencies present in RF circuits, the passive
periodically time-varying, transfer function. As an exam-components, such as transmission lines, spiral inductors,
ple, consider a mixer made from an ideal multiplier andoackages (including bond wires) and substrates, often play
followed by a low-pass filter. A multiplier is nonlinear and a significant role in the behavior of the circuit. The nature
has two inputs. Applying an LO signal 0bs(w ot)  con- of such components often make them difficult to include in
sumes one input and results in a transfer function of the simulation.

Voutllt) = LPF{cos(w ot)vi, (1)}, (1)  Generally the passive components are linear and are mod-
eled with phasors in the frequency-domain, using either
analytical expressions or tables of S-parameters. This
greatly simplifies the modeling of distributed components
Vin(t) = m(f)cos(wt), (2)  such as transmission lines. Large distributed structures,
such as packages, spirals, and substrates, often interface

which is clearly time-varying and is easily shown to be lin-
ear with respect tg,,. If the input signal is

then
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with the rest of the circuit through a small number of portsThe input and output signals of a mixer used for up-con-
Thus, they can be easily replaced by-port macromodel version (as in a transmitter) are shown in Figure 5. The LO
that consists of thal? transfer functions. These transfer
functions are found by reducing the large systems of equa-
tions that describe these structures, leaving only the equa-
tions that relate the signals at their ports. The relatively

expensive reduction step is done once for each frequency
as a preprocessing step. The resulting model is one that is i f
efficient to evaluate in a frequency-domain simulatd if fm

is small. This is usually true for transmission lines and spi- LO Input

rals, and less often true for packages and substrates.

Modulation Input

Time-domain simulators are formulated to solve sets of

first-order ordinary-differential equations (ODE). How- +
ever, distributed components, such as transmission lines,
are described with partial-differential equations (PDE) and
so are problematic for time-domain simulators. Generally,
the PDEs are converted to a set of ODEs using some form
of discretization [17]. Such approaches suffer from band-

width limits. A alternative approach is to compute the M /\/\

impulse response for a distributed component from a fre- f
guency domain description and use convolution to deter-

mine the response of the component in the circuit [9,30]. Fig. 5. Signals at the inputs and outputs of an up-conversion
Evaluating lossy or dispersive transmission line models or Mixer. The modulation signal is mixed up to the upper and
tables of S-parameters with this approach is generally 10Wer sidebands of the LO and its harmonics.

expensive and error-prone [31]. Packages, substrates and

spirals can be modeled with large lumped networks, bug shown after passing through the limiter so that the out-
such systems can be too large to be efficiently incorpoput in the time-domain is simply the product of the inputs,
rated into a time domain simulation, and so some form ofr the convolution of the two inputs in the frequency
reduction is necessary [5,22]. domain. The information signal, here a modulation signal,
is replicated at the output above and below each harmonic
of the LO. These bands of signal above and below each
RF systems are constructed primarily using four basitarmonic are referred to aglebandsThere are two side-
building blocks — amplifiers, filters, mixers, and oscilla- bands associated with each harmonic of the LO. The ones
tors. Amplifiers and filters are common analog blocks andabove the harmonic are referred to asupper sidebands

are well handled by 8cE. However, mixers and oscilla- and the ones below are referred to addlaer sidebands

tors are not heavily used in analog circuits artcShas The sideband at DC is referred to as blasebandThe
limited ability to analyze them. What makes these blocksize of each sideband is determined by the size of its asso-
unique is presented next. ciated harmonic.

flo 2fLo 3fLo

Output

IV. BAsIC RF BUILDING BLOCKS

When the LO has a rich harmonic content, an input signal
at any sideband will be replicated to each of the sidebands

Mixers translate signals from one frequency range tyt the output. To select the desired sideband, the mixer is
another. They have two inputs and one output. One input ¥llowed by a filter.

for the information signal and the other is for the timing . . . . .
signal, the LO. Ideally, the signal at the output is the Samgon3|der a down-conversion mixer (as in a receiver) and
gha, ' Y, g P . assume the mixer is followed by a filter. This filter is used

as that at the information signal input, except shifted i o remove all but the desired channel. The output of the
frequency by an amount equal to the frequency of the LO,

: . - ; i i iri nsiti ignals in h si nd of
As shown in Section IlI-B, a multiplier can act as a mlxer.mlxerlfllter pair is sensitive to signals in each sideband o

S .~ 'the LO. Associated with each sideband is a transfer func-
In fact, a multiplier is a reasonable model for a mixer

except that the LO is generally passed through a limiter ttion from that sideband to the output. The shape of the
b generally passe g fransfer function is determined largely by the filter. Thus,
make the output less sensitive to noise on the LO. Gen

allv. the limiter is an intearal part of the mixer “lhe bandwidth of the passband is that of the filter. If the fil-
Y. gratp ' ter is a bandpass, then the passband of the transfer function
will be offset from the LO or its harmonic by the center

A. Mixers
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frequency of the filter. These passbands are referred to as

_ o(t)
theimagesof the filter and are shown in Figure 6. v(t) +Av(t) = (1+ a(t))v%+ N ()

I

wherea (t) represents the variation in amplitugé) is the
Input *?—' % — Output variation in phase, anfd is the oscillation frequency.
Since the oscillator is stable and the duration of the distur-
ance is finite, the deviation in amplitude eventually
nni b finite, the deviat litud tuall
decays away and the oscillator returns to its stable orbit. In
g = o 29 e o ff here i r ring force th n in
g %% % $ <& %S% ee(i_tt,tdee_sa estoring force that tends to act against
£ £ 2 E E EE E EE amplitude noise.
e . © o = T = [ [ . . . .
= g2 3 e T g s Tg However, since the oscillator is autonomous, any time-
g 325 J&> §3%S shifted version of the solution is also a solution. Once the
8 9% L 9%9% % 9% phase has shifted due to a perturbation, the oscillator con-
tinues on as if never disturbed except for the shift in the
A ﬂ T ﬂ % phase of the oscillation. There is no restoring force on the
ﬂ ﬂ fL phase and so phase deviations accumulate.

After being disturbed by an impulse, the asymptotic
Fig. 6. Images at the input of the first mixing stage of a response of the amplitude deviatioroig) — 0 ast — c.
typical receiver. The images are frequency bands where the yowever, the asymptotic response of the phase deviation

output is sensitive to signals at the input. is g(t) — A@. If responses that decay away are neglected
. then the impulse response of the phase deviaiircan
B. Oscillators be approximated with a unit steft). Thus, the phase shift

Oscillators generate a reference signal at a particular frewer time for an arbitrary is
guency. For example, they are used to generate the LO for
mixers. In some oscillators, referred to as VCOs for volt-

age controlled oscillators, the frequency of the output var- e(t)y O I s(t—t)u(t)dt = Iu(r)dr (6)
ies proportionally to some input signal.

00 t

—o0 —o0

Compared to mixers, oscillators seem quite simple. That iSr the power spectral density (PSD) of the phase is
an illusion.

Consider the trajectory of an oscillator’s stable periodic s ()0 Su(f) @)
orbit in state space. Furthermore, consider disturbing the ¢ (2mf)2”

oscillator by applyipg an impulsgt) = 6.(0' The oscillator The disturbance may be either deterministic or random
respon(_js by following a perturbed trajecta(y) + Av(t) as in character and my result from extraneous signals cou-
Sho‘”.” In Figure .7’ where(t) repr_ese_nts the unperturbed pling into the oscillator or from parametric variations in
solution andAv(t) is the perturbation in the response. the components that make up the oscillator.

Vo If Su(f) is white, ther§(f) is proportional to 18mf)2. This
result has been shown to apply at low frequencies, but with
a more detailed derivation is can also be shown to be true
over a broad range of frequencies [10]. De@rsaich that

fé
5(f) = a5 ®

wheref, = 1/T is the carrier frequenc is the PSD of the
phase variable in (5). Phase is not directly observable so
Fig. 7. The trajectory of an oscillator shown in state space instead one is often interested in the PSD of the sitynal
with and without a perturbatioAv. By observing the time ~ Demir [4] shows that near the fundamental

stampsg,..., tg) one can see that the deviation in amplitude af2
dissipates while the deviation in phase does not. SAv(fc + fm) = |V1|2 c

(9)

a?mefd + 2
. . c m
Decompose the perturbed response into amplitude and

phase variations.
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wheref,, is the frequency offset from the fundamental and V. LARGE SGNAL RF SMULATION TECHNIQUES
Vq is the first Fourier coefficient for,

00

Transient analysis, shooting methods, and harmonic bal-
ance represent the base methods from which RF simula-
v(t) = Z Vkejznkfct. (10)  tion methods are constructed. They are introduced in this
section with a brief discussion of their strengths and weak-
k=~ nesses. References are given to allow the methods to be
This spectrum is a Lorentzian with corner frequeanf>  studied in more depth [15].

and is shown in Figure 8. As- o« the phase of the oscil- _ )
A. Transient Analysis

Transient analysis breaks the time continuum into a series

S L of adjacent short intervals and uses low-order polynomials
to approximate the solution over each interval (the time
step) with the constraint that the solution must be continu-
ous across interval boundaries (the time points).

Transient analysis can be inefficient with modulated car-
rier circuits because the high frequency carrier requires a
high density of points and the low frequency modulation
will require a long simulation interval. Typically at least
20 timepoints are needed per cycle of the high frequency
lator drifts without bound, and s®(f,,) — « asfy, -~ 0. ~ carrier and the carrier frequency will be up to a million
However, ag,, - 0the PSD of the sign&@(f. + fy) - times higher than the modulation frequency. The result is
IX,[%/(ar?f.2), which is inversely proportional ta. Thus, ~ an extremely long simulation because of the number of
the largera, the more phase noise, the higher the cornelimepoints that must be computed. In addition, long time
frequency and the lower the low frequency noise levelconstants in the circuit can require an even longer simula-
This happens because the phase noise does not affect tla# interval.

total power in the signal, it only affects its distribution. )

Without phase nois&y(f) is a series of impulse functions B- Harmonic Balance

at the harmonics df. With phase noise, the impulse func- Harmonic balance [14,16] formulates the circuit equations
tions spread, becoming fatter and shorter but retaining th&nd their solution in the frequency domain as a Fourier
same power [4]. series. Fourier series cannot represent transient behavior,

the single-sideband (SSB) phase noise power to the pow&P!ution. The linear device equations are actually formu-

Fig. 8. Two different ways of characterizing phase noise in
an oscillator.S(p is the power spectral density (PSD) of the

phase andL is PSD of the signal normalized to the power in

the fundamental.

in the fundamental (in dBc / Hz) lated in the frequency domain using phasor analysis. How-
ever, this is generally not practical or desirable for the

Spv(fe t 1) af? nonlinear device equations. Instead, the nonlinear devices

L(fr) = |V1|2 = a2-r[2fé1+ frzn ' (11) are evaluated in the time domain. First the signals driving

the nonlinear devices are converted from the frequency to
At frequencies above the corrmrrfcz, the phase noise is the time domain using the inverse Fourier transform. The

approximated with nonlinear devices are evaluated for a complete period of
af? the time-domain waveform and the resulting response
L(f,) = f—zc = (p(fm) for aTrfg «f «f,. (12) waveforms are converted back into the frequency domain

m using the Fourier transform.

In the case where represents flicker nois§y(f) is gener-  An extremely important application of harmonic balance
ally pink or proportional to Il ThenSy(fy,,) would be pro-  is determining the steady-state behavior of oscillators. To
portional to 1£°. do so, it is necessary to modify harmonic balance to
directly compute the operating frequency [14,26]. The
Fourier transform is defined for periodic signals, however
several methods have been developed to extend harmonic
balance to handle quasiperiodic signals [14,37]. In addi-
1. Many other references report thaf,) = S(f)/2, which is true  tiON, it has also be extended to allow the Fourier coeffi-
when§, is the single-sided PSD [27,36]. In this pajSis the doubled-  cients to be vary slowly with time [6,15,18,29]. These
sided PSD. methods are referred to asvelopemethods and are used
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to simulate modulated carrier signals where the modula- VI. SMALL -SIGNAL RF SMULATION TECHNIQUES

tion is not a repetitive signal. As pointed out in Section 1lI-B, RF circuits can often be

The main strength of harmonic balance is its natural supaccurately modeled as linear periodically-varying circuits.
port for linear frequency-domain models. Distributed com-Doing so is referred to periodic small-signal analysis
ponents such as lossy and dispersive transmission linégcause the input is assumed small enough so that it does
and interpolated tables of S-parameters from either meaot cause a nonlinear response. Periodic small-signal anal-
surements or electromagnetic simulators are examples g8is provides significant advantages over trying to get the
linear models that are handled easily and efficiently withsame information from a equivalent large signal analysis.
harmonic balance. First, they can be much faster. Second, a wider variety of

Harmonic balance struggles on circuits that contain signa@nalyses are available. For example, noise analysis is
that exhibit sharp transitions, as is common in mixers anf!uch easier to implement as a small signal analysis.
oscillators. In this case, a large number of frequencies i§nally: they can be more accurate if the small signals are
needed to accurately represent the signal, which increasé§'Y small relative to the large signals. Small signals
the expense of harmonic balance. In addition, the magn@PPlied in a large signal analysis can be overwhelmed by
tude of the harmonics drop slowly for signals with sharp®'T0rs that stem from the large signals. In a small signal
transitions, making it difficult to know how many harmon- analysis, the large and small signals are applied in differ-
ics must be computed by harmonic balance. If too few ha€nt phases of the analysis. Errors in the large signal phase

monics are included, the results are inaccurate, if too marfyPically have only a minor affect on the linearization and

are included, the simulations are impractical. And oftenl€nce the accuracy of the small signal results.

increasing the number of harmonics include makes thA great deal of useful information can be acquired by per-

simulation impractical before it makes it accurate. forming a small-signal analysis about the time-varying
_ operating point of the circuit. Small-signal analyses start
C. Shooting Methods by performing the analyses described in the previous sec-

Transient analysis solves initial-value problems. A shoottion to compute the periodic operating point with only the
ing method is an iterative procedure layered on top of trarlarge timing or synchronization signals applied (the LO or
sient analysis that is designed to solve boundary_vam@e clock). The circuit is then linearized about this time-
problems. In the case of a periodic steady-state solutioYarying operating point and the small information signal
the boundary condition is simple: the state of the circuit a@Pplied. The response is calculated using linear time-vary-
the start of the period must be the same as at the end. Wiftg analysis.
shooting methods, an initial state is chosen, the circuit igonsider a circuit whose input is the sum of two periodic
simulated for one cycle, and the final state is compared tgignalsu(t) = u (t) + ugt), whereu (t) is an arbitrary peri-
the initial state. The initial state is adjusted and the procesdic waveform with period, andug(t) is a sinusoidal
dure repeats until the initial and final states are the samgaveform of radial frequencg whose amplitude is
[2,14,32,34]. small. In this caseyy (t) represents the timing signal and
As with harmonic balance, extensions exist that naturallys(t) represents the information signal.
handle autonomous [14], quasiperiodic [14], and transientet v, (t) be the steady-state solution waveform whg)
modulated [13,21] carriers. The quasiperiodic shootings zero. Then allowg(t) to be small, but nonzero. We can
methods are referred to asxed frequency-timmethods  consider the new solutior(t) to be a perturbationg(t) on
and the transient shooting methods are referred ¢onaes v (1), as inv(t) = v (t) + v(t). The small-signal solution
lope following. v4(t) is computed by linearizing the circuit abay(t) and
Shooting methods are applied in the same situations @pPplying one of the methods for finding the steady-state
harmonic balance as long as the circuits do not includgolution already described. From the theory of periodically
distributed components. It is generally preferred if the cirlime-varying systems [19,35], it is known that for
cuit is driven with strongly discontinuous signals (pulses ug(t) = Usejwst (13)
as opposed to sinusoids). As such, shooting methods are
well suited for simulating switching mixers, switched fil- the steady-state response is given by
ters, samplers, frequency dividers, and relaxation oscilla- ® .
tors. =y V(k)e! @RI (14)

k= -0

whereh = 21T is the large signal fundamental frequency.
V4(K) represents the sideband for #feharmonic oV . In



this situation, shown in Figure 9, there is only one side
band per harmonic becausg is a single frequency com-
plex exponential and the circuit is linear. This
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All of these circuits are periodically-driven near-linear sig-
nal processing circuits.

representation has terms at negative frequencies. If the§&/clostationary Noisewith periodically-varying sys-

terms are mapped to positive frequencies, then the sid

tems, there are two effects that act to complicate noise

bands withk < 0 become lower sidebands of the harmonicg@nalysis. First, for noise sources that are bias dependent,

of v and those wittk > 0 become upper sidebands.

Input —» Output

LO

Input Signals

A
! by
Output A
o A ﬁ ﬁ N
ouprmesto |
LR

Fig. 9. The steady-state response of a linear periodically-
varying system to a small complex exponential stimulus.
The large signals are represented with solid arrows and the
small signal with hollow arrows.

V4(K)/Ug is the transfer function for the input@j to the
output atwg + kA. Notice that with periodically-varying

linear systems there are an infinite number of transfer
functions between any particular input and output. Each

represents a different frequency translation.

ExtensionsVersions of this small signal analysis exists

such as shot noise sources, the time-varying operating
point acts to modulate the noise sources. Such noise
sources are referred to as being cyclostationary. Second,
the transfer function from the noise source to the output is

also periodically-varying and so acts to modulate the con-

tribution of the noise source to the output.

Modulation is a multiplication of the signals in the time-
domain and so in the frequency-domain the spectrum of
the noise source is convolved with the spectrum of the
transfer function. The transfer function is periodic and so
has a discrete line spectrum. Convolution with a discrete
spectrum involves a countable number of scale, shift, and
sum operations, as shown in Figure 10. The final result is
the sum of the noise contributions both up-converted and
down-converted from each source to the desired output
frequency. This is referred to as noise folding.

Noise —»?—» Output
LO

Input Signals

Individual Noise
Contributions

for both harmonic balance [8,12] and shooting methods
[19,35]. They can be thought of as the extensions of the
SpicE small-signal analyses to the situation where the cir-
cuit is linearized about a time-varying operating point.
This is sufficient for performing a time-varying AC analy-
sis and can be extended to other types of small-signal anal-

Total Output Noise

W

yses, such as computing the S-parameters of the circuit. Fig- 10. How noise is moved around by a mixer. The noise

These small-signal analyses are also extendable to cyclo-

is replicated and translated by each harmonic of the LO.

stationary noise analysis [3,20,28], which is an extremelyeriodic modulation of a stationary noise source, either

important capability for RF designers [33]. In addition,

from a periodic bias or from a periodically-varying signal

they can be used to predict the phase noise of oscillatofth from the source to the output, results in cyclostation-
[4,10,11]. They also have applications outside of RF Cirqry noise at the output. In stationary noise, there is no cor-

cuits. For example, they can be applied to samplers, trac

and-holds, switched-capacitor filters, frequency multipli-

kelation between noise at different frequencies. As can be
seen from Figure 10, at frequencies separatdd byclo-

ers, frequency dividers, chopper stabilized amplifiers, etcstationary noise is correlated, whéris the modulation
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frequen_cy an_dk is an integer [7]. '_rhe 3|g_n|f|cance of this Upper and Lower Sidebands Shown Separately
correlation will become apparent in Section VII-C.

VIl. RF MEASUREMENTS
This section introduces several of the most common RF
measurements with a description of how these measure-
ments would be made using an RF simulator.

A. Conversion Gain and Other Transfer Functions Sum of Upper and Lower Sidebands

Conversion gain is the generalization of gain to periodi-
cally-varying circuits such as mixers. It is simply the
small-signal gain through a mixer as a function of fre-

guency. Typically, conversion gain refers to the transfer
function from the desired input to the desired output. But
there are many other transfer functions of interest, such as ggp DSB AM PM
the gain from an undesired image or from an undesired (a) (b) (c) (d)

Input such as the power supply lines. Fig. 11. How the amplitude and phase relationship between

Remember that the output signal for a periodically-varying sidebands cause AM and PM variations in a carrier. The
circuit such as a mixer may be at a different frequency phasors with the hollow tips represents the carrier, the
than the input signal. The transfer functions must account phasors with the solid tips represent the sidebands. The upper
for this frequency conversion. As described earlier, these sideband rotates in the clockwise direction and the lower in
circuits may have many images, and so for a single outputthe counterclockwise direction. The composite noise

. trajectory is shown below the individual components. a)
fr ncy there m many transfer functions from h
in?)?;:e cy there may be many transfer functions from eac Single-sideband modulation (only upper sideband). b)

Arbitrary double-sideband modulation where there is no
One measures a transfer function of a mixer by applying special relationship between the sidebands. ¢) Amplitude
the LO, computing the steady-state response to the LOmodulation (identical magnitudes and phase such that
alone, linearizing the circuit about the LO, applying a phasors point in same direction when parallel to carrier). d)
Sma” Slnuso|d, and performlng one Of the penodlc Sma”_ Phase modulation (|dent|ca| magnitudes and phase such that

signal analyses described in Section VI. pha_so;s point in same direction when perpendicular to
carrier).
B. AM and PM Conversion ure 11d (assuming the sidebands are small). The DSB

As shown in Figure 9, when a small sinusoid is applied ténodulation shown in Figure 11b can be considered the
a periodically-driven circuit, the circuit responds by genercombination of both AM and PM modulation.

ating both the upper and lower sidebands for each hagm and PM conversion occurs either when a tone is
monic. The sidebands act to modulate the harmonics, anfjected at either baseband or at a sideband. The former is
the relationship between the sidebands determines thgferred to as baseband to AM/PM conversion and the lat-

character of the modulation. In Figure 11 both the carriefer js SSB to AM/PM conversion. Both cases were demon-
and the sidebands are phasors. Assume that the sidebarg@&ted in the case of an oscillator by Razavi [23].

are small relative to the carrier and that the circuit is driven
at baseband with a small sinusoid with a frequendy,0of C. AM and PM Noise

The sideband phasors rotate around the end of the carrigg o qyn in Figure 10, periodically-driven circuits gener-
phasor at a rate &f, W|th the upper sideband rotating one 5.0 ngise with correlated sidebands. And as shown in Fig-
way and the lower rotating the othe_r. The composite of_thﬁre 11, depending on the magnitude and phase of the
sideband phasc_)rs traces out an ellipse as shoyvn N FIgY8 nsfer-function from the noise source to the output side-
11b. However, if the two sidebands have identical ampliy o4 the noise at the output of the circuit can be AM
tudes and their phase is such that they align when para"ﬁl)ise, PM noise, or some combination. For example, oscil-

to the carrier, the phase variations from each sideband cafi;q o aimost exclusively generate PM noise near the car-
cels with the result being pure amplitude modulation (AM) e \yhereas noise on the control input to a variable gain

as shown in Figure 11c. If instead the amplitudes are ider}implifier results almost completely in AM noise at the
tical but the phases align when perpendicular to the carrie&nput of the amplifier

then the amplitude variations cancel and the result is
almost purely a phase modulation (PM) as shown in Fig-
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This ability to emphasize one type of noise over another is
a characteristic of periodically-driven circuits. Linear
time-invariant circuits driven by stationary noise sources

can only producedditive noisewhich can be decom- [ﬁ T lﬁlﬁ[ﬁ
posed into AM and PM noise, but there will always be 4 A

equal amounts of both.

Fig. 12. A narrowband circuit driven with two closely
spaced sinusoidal tones— ) responds by generating
harmonics (—= ) and intermodulation—{= ) tones.
Noise is a critical concern in receivers because of the small Distortion of the output signal results because several of the

input signals. Typically designers characterize the noise of odd-order intermodulation tone fall within the bandwidth of
individual blocks using the noise figure of the block the circuit.

because it is relatively simple to combine the noise figure . ] ) )

of cascaded blocks to determine the noise figure of thOmPression and Intercept Poinist low frequencies, it
entire receiver [24]. The noise figurR) of a block is a 'S common f[o de_scrl_be the dlstortl_on of a cwcun_ by indi-
measure of how much the signal-to-noise ratio (SNRf_at'”g the distortion in the output signal when driven by a

degrades as the signal passes through the block. It finusoid to achieve a certain output level. At high frequen-
defined as cies it is more common to characterize the distortion pro-

duced by a circuit in terms of a compression point or an
intercept point. These metrics characterize the circuit
SN (15) | he
Rout rather than the signal, and as such it is not necessary to
| specify the signal level at which the circuit was character-

D. Noise Figure

At the input of a receiver th®NRis defined as the signa
; ; . ed.

power relative to the background noise power picked up by

the antenna. From Figure 6 it is clear that a receiver is sefio understand the definition of a compression point and an

sitive to noise at it input at each of its imageblR, only  intercept point, consider the output power of the funda-

includes the noise power in the images where the inpunental and the'8 order intermodulation product (i

signal is found. In most communication systems, the inpufeither Z; —f, or X, —f;) produced by an RF circuit as a

signal is found in a single sideband, and so single-sid&nction of input power, as shown in Figure 13.

band (SSBNF is employed. In this cas&NR; includes  The 1 dB compression point is the point where the gain of
o_nly the noise power in that image associated with thaghe amplifier has dropped 1 dB from it small-signal
sideband, thougBNR,,; does include the affect of the zsymptotic value. iCRg is the input power and oG is

input noise from all images. SimilarlgNR, excludes the  the output power that corresponds to the 1 dB compression
noise generated in its load in the band of interest. point.

One computes the noise of a periodically-driven block byrne third-order intercept point 4Rs defined in terms of
applying the LO, computing the steady-state response e power levels of INas extrapolated from their asymp-
the LO alone, linearizing the circuit about the LO, apply-totic small-signal behavior. When the input signal is small,
ing one of the periodic small-signal noise analyses meny doubling of the input power results in a doubling funda-
tioned in Section VI. mental output power and multiplies the output power of
the third order products by 8302 Thus, the asymptotic
slope of the fundamental is 1 dB/dB and the asymptotic
Distortion is commonly measured in narrow-band circuitsslope of the third order products is 3 dB/dB. The third-
by applying two pure sinusoids with frequencies wellorder intercept point (i) is where the asymptotes for the
within the bandwidth of the circuit (call these frequenciesthird harmonic and the fundamental crossz ithe input
f; andfy). The harmonics of these two frequencies wouldpower and olR is the output power corresponding to the
be outside the bandwidth of the circuit, however there aréntercept point.
distortion products that fall at the frequenciég-2f,, 2f;,
—fy, 3fL — &5, 3f, — 24, etc. As shown in Figure 12 these ACPR and Spectral RegrowtA: very important issue
frequencies should also be well within the bandwidth owhen transmitting digitally modulated signals is adjacent
the circuit and so can be used to measure accurately tikbannel power. It is important that a transmitter only emit
intermodulation distortionor IMD, produced by the cir- power in its designated channel. Any power emitted in
Cuit. adjacent channels can interfere with the proper operation
or nearby receivers that are attempting to receive signals
from distant transmitters. As such, transmitters have strict

E. Intermodulation Distortion
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the roll-off and so are inaccurate at frequencies very close

2 IP3 to the carrier or its harmonics.

o

a

5 ONCLUSION

§_ Fund CP C

8 3rd By exploiting the natural characteristics of RF circuits, RF
1 Input Power simulators are able to efficiently perform simulations that

) ) o ) were either impractical or impossible only a short time
Fig. 13. The 1 dB compression point is the point where the a

output power of the fundamental crosses the line that g0

represents the output power extrapolated from small-signal

conditions minus 1 dB. Thé%Border intercept point is the REFERENCES

point where the third-order term as extrapolated from small-  [1] A. Abidi. Radio frequency integrated circuits for portable
signal conditions crosses the extrapolated power of the communicationsProceedings of the 1994 IEEE Custom In-
fundamental. tegrated Circuits Conferenc#ay 1994.

adjacent channel power specifications that they must sat-[2] T- Aprille and T. Trick. Steady-state analysis of nonlinear
isfy. Unfortunately, this specification is very difficult to g'(;c?"(t)s Xv'tgpp%%(_jllclfpJu;ﬁTg&efg%gs of the IEEEvol.
verify using simulation. Simple two-tone intermodulation A o _
tests are not representative of a digitally modulated sig- [3] A. Demir. Analysis and Simulation of Noise in Nonlinear

.. Electronic Circuits and SystemkKluwer Academic Pub-
nals. Instead, the transmission of a long pseudorandom  |ichers 1997.

sequence of symbols is simulated. The output spectrum is[4] A. Demir, A. Mehrotra, and J. Roychowdhury. Phase noise
calculated from a sequence that typically contains between in oscillaiors: a unifyin’g theory and numerical methods for

1k and 4k symbols. The carrier frequencies are typically in characterisationProceedings of the 35th Design Automa-
the 1-5 GHz range and the symbols typically have a rate of  tion ConferenceJune 1998.

10'3_(_)0 kHz. Su_Ch a Slmulatlon is clearly impractical for [5] P. Feldmann and R. Freund. Efficient linear circuit analysis
traditional transient analysis. Instead, the envelope meth-" ~ py padé Approximation via the Lanczos ProceE&EE
ods briefly mentioned in Sections V-B and V-C are used. Transactions on Computer-Aided Design of Integrated Cir-
However, simulating a 1-4k symbol sequence still requires  Cuits and Systemsol. 14, no. 5, pp. 639-649, May 1995.
between 10k and 100k simulation points, each of which [6] P. Feldmann and J. Roychowdhury. Computation of circuit
represents a harmonic balance or shooting method solve, waveform envelopes using an efficient, matrix-decomposed

and so even the envelope methods are extremely expensive harmonic balance algorithfEEE International Confer-
for this type of simulation ence on Computer-Aided Design: Digest of Technical Pa-

pers November 1996.

F. Phase Noise [7] W. Gardner.Introduction to Random Processes: with Ap-
] ) plications to Signals and SysterivicGraw-Hill, 1989.

One can apply the small-signal analyses of Section V1 to [8] D. Held and A. Kerr. Conversion loss and noise of micro

oscillators to compute phase noise and sensitivity to small wave and millimeter-wave mixers: part 1 — thedBEE

interfering signals such as those on the power supply. And  Transactions on Microwave Theory and Technigues
as indicated in Sections VII-B and C, these analyses are  MTT-26, no. 2, pp. 49-55, February 1978.
able to properly account for frequency conversions and for [9] S. Kapur, D. Long and J. Roychowdhury. Efficient time-do-

the fact that response in the output manifests itself largely = main simulation of frequency-dependent elemel@EE/
as changes in the phase of the output. ACM International Conference on Computer-Aided De-

. sign: Digest of Technical Paperdovember 1996.
These analyses are small-signal analyses and assume that g g pe

the circuit being analyzed does not respond in a nonlineafl F. K_aertner. _Determina_\tion of the correlf_:ltion spectrum of
way to the small-signal inputs. However, (7) indicates that oscillators with low noiselEEE Transactions on Micro-

” X wave Theory and Technigye®l. 37, no. 1, Jan. 1989, pp.
even small inputs can generate large changes in the phase gg.101.

if they a_re close in frequ_ency .to the OUtpl.H or to one of Its[11] F. Kaertner. Analysis of white arfc® noise in oscillators.
harmonics. The output is a linear function of the phase International Journal of Circuit Theory and Applicatigns
only for small changes in the phase. If the phase changes vol. 18, pp. 485-519, 1990.

py a SlgnlflcanF frac_:tlon Of_a period, the response in a nor"'[12] A. Kerr. Noise and loss in balanced and subharmonically
linear way. It is this nonlinear response that causes the ~ pymped mixers: part 1 — theolEEE Transactions on Mi-
roll-off in L at very low frequencies that is given in (11). crowave Theory and Techniquesl. MTT-27, no. 12, pp.

As a result, the small-signal analysis results do not predict =~ 938-950, December 1979.



12

[13] K. Kundert, J. White and A. Sangiovanni-Vincentelli. An [25]
envelope-following method for the efficient transient simu-
lation of switching power and filter circuitieEE Interna-
tional Conference on Computer-Aided Design: Digest of
Technical PapersNovember 1988.

[14] K. Kundert, J. White and A. Sangiovanni-Vincentelli.
Steady-State Methods for Simulating Analog and Micro-
wave CircuitsKluwer Academic Publishers, 1990.

[15] Ken Kundert. Simulation Methods for RF Integrated Cir-
cuits. [IEEE ICCAD-97 International Conference on Com-
puter-Aided DesignrNovember 1997.

[16] D. Long, R. Melville, K. Ashby and B. Horton. Full-chip
harmonic balanceRroceedings of the IEEE Custom Inte-
grated Circuits Conferencéay 1997.

[17] K. Nabors, T. Fang, H. Chang, K. Kundert, and J. White.
Lumped Interconnect Models Via Gaussian Quadrature.
Proceedings of the 34Design Automation Conference
June 1997.

E. Ngoya and R. Larcheveque. Envelope transient analysis:

a new method for the transient and steady state analysis of31]
microwave communication circuits and systetB&E Mi-
crowave Theory and Techniques Symposium Digest
(MTTS), pp. 1365-1368, June 1996.

M. Okumura, T. Sugawara and H. Tanimoto. An efficient
small signal frequency analysis method for nonlinear cir-
cuits with two frequency excitationkEEE Transactions of
Computer-Aided Design of Integrated Circuits and Sys-
tems vol. 9, no. 3, pp. 225-235, March 1990.

M. Okumura, H. Tanimoto, T, Itakura and T. Sugawara.
Numerical noise analysis for nonlinear circuits with a peri-
odic large signal excitation including cyclostationary noise
sourceslEEE Transactions on Circuits and Systems — |I.
Fundamental Theory and Applicatignsol. 40, no. 9, pp.
581-590, September 1993.

L. Petzold. An efficient numerical method for highly oscil-
latory ordinary differential equationSIAM Journal of Nu-
merical Analysisvol. 18, no. 3, June 1981.

[22] J. Phillips, E. Chiprout and D. Ling. Efficient full-wave
electromagnetic analysis via model-order reduction of fast
integral transformsProceedings of the 34 Design Auto-
mation Conferencelune 1996.

(26]

[27]

(28]

[29]

(30]

(18]

(19]
[32]

[20] 3]

[34]
[21]

[35]

[36]

[23] B. Razavi. A study of phase noise in CMOS oscillators.
IEEE Journal of Solid-State Circuijtsol. 31, no. 3, pp.
331-343, March 1996.

[24] B. Razavi.RF MicroelectronicsPrentice Hall, 1998.

[37]

BCTM'98

B. Razavi. RF IC design challengBsoceedings of the L]
Design Automation Conferenciune 1998.

V. Rizzoli and A. Neri. State of the art and present trends in
nonlinear microwave CAD techniqudEEE Transactions

on Microwave Theory and Techniquesl. 36, no. 2, pp.
343-365, February 1988.

W. RobinsPhase Noise in Signal Sources (Theory and Ap-
plication). IEE Telecommunications Series, 1996.

J. Roychowdhury, D. Long and P. Feldmann. Cyclostation-
ary noise analysis of large RF circuits with multi-tone exci-

tations.Proceedings of the IEEE Custom Integrated

Circuits ConferenceMay 1997.

D. Sharrit. New method of analysis of communication sys-
tems.MTTS’96 WMFA: Nonlinear CAD Workshop, June
1996.

J. Schutt-Aine and R. Mittra. Scattering parameter transient
analysis of transmission lines loaded with nonlinear termi-
nations.|IEEE Transactions on Microwave Theory and
Techniquesvol. MTT-36, no. 3, pp. 529-536, March 1988.

M. Silveira, |. El-Fadel, J. White, M. Chilukuri, and K.
Kundert. Efficient frequency-domain modeling and circuit
simulation of transmission line$EEE Transactions on
Components, Packaging, and Manufacturing Technology
— Part B: Advanced Packaginyovember 1994.

R. Telichevesky, K. Kundert and J. White. Efficient steady-
state analysis based on matrix-free Krylov-subspace meth-
ods.Proceedings of the 39 Design Automation Confer-
ence June 1995.

R. Telichevesky, K. Kundert and J. White. Receiver charac-
terization using periodic small-signal analy$isoceedings

of the IEEE Custom Integrated Circuits Confergriday
1996.

R. Telichevesky, K. Kundert, |. EI-Fadel and J. White. Fast
simulation algorithms for RF circuit®roceedings of the
1996 IEEE Custom Integrated Circuits Confergniiay
1996.

R. Telichevesky, K. Kundert and J. White. Efficient AC and
noise analysis of two-tone RF circuiBroceedings of the
33d Design Automation Conferenciune 1996.

G. Vendelin, A. Pavio, U. Rohd&licrowave Circuit De-
sign using Linear and Nonlinear Techniqu®éiley-Inter-
science, 1990.

A. Usihda, L. Chua and T. Sugawara. A substitution algo-
rithm for solving nonlinear circuits with multi-frequency
componentslinternational Journal on Circuit Theory and
Application vol. 15, pp. 327-355, 1987.



